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❏ Linearize the AMR graphs

❏ AMR parsing as sequence-to-sequence modeling

❏ Can use any seq2seq method and pre-training method (BART, etc)

Konstas et al.  Neural AMR: Sequence-to-Sequence Models for Parsing and Generation. ACL 2017.
inter alia.

Seq2seq AMR Parsing
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❏ Linearization order of the AMR graph usually matters

AMR Linearization

Bevilacqua et al. One SPRING to Rule Them Both: Symmetric AMR 
Semantic Parsing and Generation without a Complex Pipeline. AAAI 
2021
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❏ Linearization order of the AMR graph usually matters

AMR Linearization

van Noord & Bos. Neural Semantic Parsing by Character-based 
Translation: Experiments with Abstract Meaning Representations. 
Computational Linguistics in the Netherlands Journal. 2017.
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❏ Remove variables and adding them back-in with post-processing heuristics

Removing Variables

6

van Noord & Bos. Neural Semantic Parsing by Character-based Translation: Experiments with 
Abstract Meaning Representations. Computational Linguistics in the Netherlands Journal. 2017.



❏ Rather than removing variables (lossy) use special tokens

Removing Variables
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Bevilacqua et al. One SPRING to Rule Them Both: Symmetric AMR 
Semantic Parsing and Generation without a Complex Pipeline. AAAI 2021



Pre-Processing for Transition and Graph-Based: Recategorization
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Figure from Zhou et al. Structure-aware Fine-tuning 
of Sequence-to-sequence Transformers for
Transition-based AMR Parsing. EMNLP 2021

❏ Collapsing verbalized concepts
❏ Anonymizing named entities (recovered 

with alignments)
❏ Removing sense nodes (predict most 

frequent sense)
❏ Remove wiki links (predict with wikifier)

Zhang et al 2019. AMR Parsing as Sequence-to-
Graph Transduction. ACL 2019
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❏ Construct the graph using a sequence of actions that build the graph

❏ Use a classifier to predict the next action

❏ Inspired by transition-based dependency parsing

Wang et al.  A Transition-based Algorithm for AMR Parsing. NAACL 2015, inter alia.

Transition-Based AMR Parsing
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Transition-Based AMR Parsing
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Zhou et al. AMR Parsing with Action-Pointer Transformer. 
NAACL 2021



Transition-Based AMR Parsing
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Zhou et al. AMR Parsing with Action-Pointer Transformer. 
NAACL 2021

Zhou et al. Structure-aware Fine-tuning of Sequence-to-sequence 
Transformers for Transition-based AMR Parsing. EMNLP 2021.

Simplified Transition Actions



❏ Simplified system: Transition system has 6 actions

Transition-Based AMR Parsing
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Zhou et al. Structure-aware Fine-tuning of Sequence-to-sequence 
Transformers for Transition-based AMR Parsing. EMNLP 2021.



Transition-Based AMR Parsing
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Zhou et al. AMR Parsing with Action-Pointer Transformer. 
NAACL 2021

Zhou et al. Structure-aware Fine-tuning of Sequence-to-sequence 
Transformers for Transition-based AMR Parsing. EMNLP 2021.

Simplified Transition Actions



Transition-Based AMR Parsing
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Zhou et al. Structure-aware Fine-tuning of Sequence-to-sequence 
Transformers for Transition-based AMR Parsing. EMNLP 2021.
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❏ Graph-based methods use the graph structure when predicting

❏ Inspired by graph-based methods for dependency parsing

❏ Can be done incrementally or using a structured prediction method

Flanigan et al.  A Discriminative Graph-Based Parser for the Abstract Meaning Representation. ACL 2014.
inter alia.

Graph-Based AMR Parsing
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Graph-Based AMR Parsing

19
Cai & Lam. AMR Parsing via Graph-Sequence Iterative Inference.  ACL 2020.



Graph-Based AMR Parsing
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Cai & Lam. AMR Parsing via Graph-Sequence Iterative Inference.  ACL 2020.



Graph-Based AMR Parsing
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Cai & Lam 2020. AMR Parsing via 
Graph-Sequence Iterative Inference.  
ACL 2020.



Graph-Based AMR Parsing
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Cai & Lam. AMR Parsing via Graph-Sequence Iterative Inference.  ACL 2020.
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❏ Can use fine-grained evaluation to examine strengths and weakness

Evaluation

24

Damonte et al. An Incremental Parser 
for Abstract Meaning Representation. 
EACL 2017
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AMR Generation: Overview

26
Hao et al. A Survey : Neural Networks for AMR-to-Text. 2022



❏ Linearize the AMR graphs

❏ AMR generation as sequence-to-sequence modeling

❏ Can use any seq2seq method and pre-training method (BART, etc)

AMR Generation: Seq2seq
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AMR Generation: Graph-Based
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Hao et al. A Survey : Neural Networks for AMR-to-Text. 2022



AMR Generation: Graph-Based
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Hao et al. Heterogeneous Graph Transformer for Graph-to-Sequence Learning. ACL 2020



AMR Generation: Graph-Based
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Damonte & Cohen. Structural Neural 
Encoders for AMR-to-text Generation. 
NAACL 2019



AMR Generation: Comparison
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Hao et al. A Survey : Neural Networks 
for AMR-to-Text. 2022
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❏ Gold data is human labeled data
❏ Silver data is where you run an existing parser on unlabeled data
❏ You can add silver data to the training data to improve performance
❏ Usually people use Gigaword for the silver data (more on this later)

Silver Data (Semi-supervised learning)
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❏ Silver data sometimes helps parsing, usually on out-of-domain data

Silver Data for AMR Parsing
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In-domain

Out-of-domain

Bevilacqua et al. One SPRING to Rule Them Both: 
Symmetric AMR Semantic Parsing and Generation 
without a Complex Pipeline. AAAI 2021



❏ Silver data always helps generation, but be careful!  Results are misleading!

❏ Silver data hurts out of domain data

Silver Data for AMR Generation
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In-domain (official test sets)

Out-of-domain

Bevilacqua et al. One SPRING to Rule Them Both: 
Symmetric AMR Semantic Parsing and Generation 
without a Complex Pipeline. AAAI 2021

Baseline        +Silver data



❏ Silver data always helps generation, but be careful!  Results are misleading!

Silver Data for AMR Generation
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Du & Flanigan. Avoiding Overlap in Data 
Augmentation for AMR-to-Text Generation. ACL 
2020



❏ Recommend excluding parts of Gigaword that may overlap with test data 

Silver Data for AMR Generation
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Du & Flanigan. Avoiding Overlap in Data 
Augmentation for AMR-to-Text Generation. ACL 
2020

https://github.com/jlab-nlp/amr-clean
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❏ Pre-training the encoder, such as BERT, helps a lot
❏ Pre-training the decoder, such as BART, helps even more
❏ Structural pre-training helps as well

AMR Parsing: Pretraining
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Bai et al. Graph Pre-training for AMR Parsing and Generation. ACL 2022



❏ Structural pre-training helps as well

Structural Pretraining
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Bai et al. Graph Pre-training for AMR Parsing and Generation. ACL 2022



❏ Structural pre-training helps as well

Structural Pretraining
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Bai et al. Graph Pre-training for AMR Parsing and Generation. ACL 2022



AMR Generation: Pretraining

42

Hao et al. A Survey : Neural Networks 
for AMR-to-Text. 2022

❏ Pre-training helps a lot
❏ Pre-training the encoder 

and decoder helps the 
most (BART)



AMR Generation: Pretraining
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Hao et al. A Survey : Neural Networks 
for AMR-to-Text. 2022

❏ Pre-training helps a lot
❏ Pre-training the encoder 

and decoder helps the 
most (BART)



❏ There’s a lot more work we didn’t have time to cover
❏ See the AMR bibliography

Lots More Work
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https://nert-nlp.github.io/AMR-Bibliography/


