
Meaning Representations for Natural Languages Tutorial Part 4 

Applying Meaning Representations

Jeffrey Flanigan, Tim O’Gorman, Ishan Jindal, Yunyao Li, Nianwen Xue, Julia Bonn



Information Extraction

•OneIE [Lin et al., ACL2020] framework extracts the information graph from a given sentence in 
four steps: encoding, identification, classification, and decoding



Moving from Seq-to-Graph to Graph-to-Graph

Slide credit: Heng Ji

● AMR converts input sentence into a directed and acyclic graph 
structure with fine-grained node and edge type labels

● AMR parsing shares inherent similarities with information 
network (IE output)
● Similar node and edge semantics
● Similar graph topology

● Semantic graphs can better capture non-local context in a 
sentence

Zixuan Zhang, Heng Ji. AMR-IE: An AMR-guided encoding and decoding framework for IE. NAACL’2021
Slide credit: Heng Ji

Key Idea: 

Exploit the similarity between AMR and IE to for joint information 
extraction



AMR-IE

Zixuan Zhang, Heng Ji. AMR-IE: An AMR-guided encoding and decoding framework for IE. NAACL’2021
Slide credit: Heng Ji



AMR Guided Graph Encoding: Using an Edge-Conditioned GAT

Zixuan Zhang, Heng Ji. AMR-IE: An AMR-guided encoding and decoding framework for IE. NAACL’2021
Slide credit: Heng Ji

● Map each candidate entity and event to AMR nodes.

● Update entity and event representations using an edge-conditioned GAT to incorporate 
information from AMR neighbors.



AMR Guided Graph Decoding: Ordered decoding guided by 
AMR

Zixuan Zhang, Heng Ji. AMR-IE: An AMR-guided encoding and decoding framework for IE. NAACL’2021
Slide credit: Heng Ji

● Beam search based decoding as in OneIE (Lin et al. 2020).
● The decoding order of candidate nodes are determined by the hierarchy 

in AMR in a top-to-down manner.
● E.g., the correct ordered decoding in the following graph is:



Examples on how AMR graphs help

Slide credit: Heng Ji



Leverage Meaning 
Representation for High-quality 
Rule-based IE

Llio Humphreys et al.  Populating Legal Ontologies 
using Semantic Role Labeling LREC’20 

extraction rules



Machine Translation

● Repeating words with same meaning

● MT methods using Transformers can make semantic errors 

● Hallucinate information not contained in the source



Machine Translation

Goal: inject semantic information into Machine translation

This is mostly due to 

Failing to accurately capture
the semantics of the source in 
some cases.



Machine Translation

Song et al. Semantic Neural Machine Translation using 
AMR. TACL 2019.



Machine Translation

Nguyen et al. Improving Neural Machine 
Translation with AMR Semantic Graphs. 
Hindawi Mathematical Problems in 
Engineering 2021.



Machine Translation

Nguyen et al. Improving Neural Machine 
Translation with AMR Semantic Graphs. 
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Engineering 2021.



Machine Translation

Li & Flanigan. Improving Neural Machine Translation with 
the Abstract Meaning Representation by Combining 
Graph and Sequence Transformers. DLG4NLP 2022.
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Machine Translation

Li & Flanigan. Improving Neural Machine Translation with 
the Abstract Meaning Representation by Combining 
Graph and Sequence Transformers. DLG4NLP 2022.



Summarization

Liao et al. Abstract Meaning Representation for Multi-Document Summarization. ICCL 2018



Summarization

Liao et al. Abstract Meaning Representation for Multi-Document Summarization. ICCL 2018



Natural Language Inference

Does premise P justify an inference to hypothesis H? 

        P: The information from the actor stopped the banker. 
        H: The banker stopped the actor.



Natural Language Inference

Does premise P justify an inference to hypothesis H? 

        P: The information from the actor stopped the banker. 
        H: The banker stopped the actor.

shallow heuristics 
due to dataset biases 
(e.g. lexicon overlap)

low generalization 
on out-of-distribution 
evaluation sets. 

The HANS challenge dataset [McCoy et al., 2019] showed that NLI models trained on MNLI or SNLI 
datasets get fooled easily by heuristics when the input sentence pairs have high lexical similarity.



Semantic information(SRL) 
○ Improve the semantic knowledge of the NLI models
○ Less prone to dataset biases.

How Can Meaning Representation Help? 

        P: The information from the actor stopped the banker.

 
        H: The banker stopped the actor.
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SemBERT: Semantic Aware BERT

Zhuosheng Zhang, Yuwei Wu, Hai Zhao, Zuchao Li, Shuailiang Zhang, Xi Zhou, Xiang Zhou: 
Semantics-Aware BERT for Language Understanding. AAAI 2020

Incorporate SRL information with 
BERT representations.



SemBERT: Semantic Aware BERT

Zhuosheng Zhang, Yuwei Wu, Hai Zhao, Zuchao Li, Shuailiang Zhang, Xi Zhou, Xiang Zhou: 
Semantics-Aware BERT for Language Understanding. AAAI 2020

Results on GLUE benchmark
Works particularly well for smaller dataset



Joint Training with SRL improves NLI 
generalization

Main idea: Improve sentence understanding 
(hence out-of-distribution generalization) with 
joint learning of explicit semantics

Cemil Cengiz, Deniz Yuret. Joint Training with Semantic Role Labeling 
for Better Generalization in Natural Language Inference. 
Rep4NLP’2020 
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Main idea: Improve sentence understanding 
(hence out-of-distribution generalization) with 
joint learning of explicit semantics
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Is Semantic-Aware BERT More Linguistically Aware?

Ling Liu, Ishan Jindal, Yunyao Li. Is Semantic-aware BERT more Linguistically Aware? 
A Case Study on Natural Language Inference. SUKI’2022

Infuse semantic knowledge via predicate-
wise concatenation with BERT 



Is Semantic-Aware BERT More Linguistically Aware

Ling Liu, Ishan Jindal, Yunyao Li. Is Semantic-aware BERT more Linguistically Aware? 
A Case Study on Natural Language Inference. SUKI’2022



Performance on HANS non-entailment 
examples by models fine-tuned on SNLI. 
Examples in black and normal font are where 
BERT made wrong predictions and LingBERT 
made correct predictions. Examples in blue 
and italics are where none of the three models 
made the correct prediction. The last three 
columns are the accuracy in % on the non-
entailment examples by BERT, SemBERT, 
and LingBERT respectively.

Better differentiate lexical 
similarity from world 
knowledge 

Fails to help with subsequence 
/constituent heuristics



NSQA: AMR for Neural-Symbolic Question 
Answering over Knowledge Graph

Pavan Kapanipathi et al∗ Leveraging Abstract Meaning Representation for 
Knowledge Base Question Answering. ACL’2021



AMR Graph → Query Graph

Acer nigrum is used in making what?

AMR Graph

Query Graph

Count the awards received by the 
ones who fought the battle of france?”

What cities are located on the 
sides of mediterranean sea?

Pavan Kapanipathi et al∗ Leveraging Abstract Meaning Representation for 
Knowledge Base Question Answering. ACL’2021



AMR-Based Question Decomposition

Zhenyun Deng et al. Interpretable AMR-Based Question Decomposition for Multi-hop 
Question Answering. IJCAI’2022
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Zhenyun Deng et al. Interpretable AMR-Based Question Decomposition for Multi-hop 
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AMR-Based Question Decomposition

Better accuracy of the final answer and the quality of sub-questions

Zhenyun Deng et al. Interpretable AMR-Based Question Decomposition for Multi-hop 
Question Answering. IJCAI’2022



AMR-Based Question Decomposition

Outperforming existing question-decomposition-based multi-hop QA approaches.

Zhenyun Deng et al. Interpretable AMR-Based Question Decomposition for Multi-hop 
Question Answering. IJCAI’2022



Cross-Document Multi-hop Reading Comprehension

Zheng and Kordjamshidi. SRLGRN: Semantic Role Labeling Graph Reasoning Network. EMNLP’2020.



Heterogeneous SRL Graph 

Zheng and Kordjamshidi. SRLGRN: Semantic Role Labeling Graph Reasoning Network. EMNLP’2020.



HotpotQA Result

SRL graph improves the completeness of the graph network over NER graph

Zheng and Kordjamshidi. SRLGRN: Semantic Role Labeling Graph Reasoning Network. EMNLP’2020.



Dialog Modeling via AMR Transformation & 
Augmentation

Mitchell Abrams, Claire Bonial, L. Donatelli. Graph-to-graph meaning representation transformations for human-robot 
dialogue. SCIL. 2020
Claire Bonial et al. Augmenting Abstract Meaning Representation for Human-Robot Dialogue. ACL-DMR. 2019 



Dialog Modeling via AMR Transformation & 
Augmentation

Xuefeng Bai, Yulong Chen, Linfeng Song, Yue Zhang. Semantic Representation for Dialogue Modeling. ACL 2021 



Dialog Modeling via AMR Transformation & 
Augmentation

Xuefeng Bai, Yulong Chen, Linfeng Song, Yue Zhang. Semantic Representation for Dialogue Modeling. ACL 2021 

(a) Using AMR to enrich text representation. (b,c) Using AMR independently.



Dialog Modeling via AMR Transformation & 
Augmentation

Xuefeng Bai, Yulong Chen, Linfeng Song, Yue Zhang. Semantic Representation for Dialogue Modeling. ACL 2021 

semantic knowledge in formal AMR is helpful 
for dialogue modeling

manually added relations are useful in dialog 
relation extraction and dialog generation



• Reference free: Requiring no gold summary
• Adjustable weights for tuple comparison
• Extensible: coreference resolution, alternative similarity functions

SRLScore for Factual Consistency in Text Summarization

Jing Fan, Dennis Aumiller, Michael Gertz. Evaluating Factual Consistency of Texts with Semantic Role Labeling. *SEM 2023



SRLScore for Factual Consistency in Text Summarization

Jing Fan, Dennis Aumiller, Michael Gertz. Evaluating Factual Consistency of Texts with Semantic Role Labeling. *SEM 2023

• Pearson (ρ) and Spearman (s) correlation of metrics with human ratings on the evaluated datasets.
• No significant differences between any of the factuality-specific metrics (SRLScore, BARTScore, and CoCo) 



SRLScore for Factual Consistency in Text Summarization

Jing Fan, Dennis Aumiller, Michael Gertz. Evaluating Factual Consistency of Texts with Semantic Role Labeling. *SEM 2023

• SRL-based semantic representations enable better scoring function than (agent, relation, patient) triplets

simplified 
triplet 
representatio
n 



Interpretable Automatic Fine-grained Inconsistency Detection

Hou Pong Chan1 Qi Zeng2 Heng Ji. Interpretable Automatic Fine-grained Inconsistency Detection in Text Summarization. ACL (findings) 2023



Interpretable Automatic Fine-grained Inconsistency Detection

Hou Pong Chan1 Qi Zeng2 Heng Ji. Interpretable Automatic Fine-grained Inconsistency Detection in Text Summarization. ACL (findings) 2023



Case Study - Watson Discover Content Intelligence

A. Agarwal et al.Development of an Enterprise-Grade Contract Understanding System. NAACL (industry) 2021 
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Element



Case Study - Watson Discover Content Intelligence

A. Agarwal et al. Development of an Enterprise-Grade Contract Understanding System. NAACL (industry) 2021 

Element
Expanded SRL as 
Semantic NLP Primitives

Provided by SystemT 
[ACL '10, NAACL ‘18]



Case Study - Watson Discover Content Intelligence

A. Agarwal et al. Development of an Enterprise-Grade Contract Understanding System. NAACL (industry) 2021 

Element
Expanded SRL as 
Semantic NLP Primitives

Business transact. verbs
in future tense
with positive polarity
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Explainability + Tooling → Better Root Cause Analysis

A. Agarwal et al. Development of an Enterprise-Grade Contract Understanding System. NAACL (industry) 2021
Yannis Katsis and Christine T. Wolf. ModelLens: An Interactive System to Support the Model Improvement Practices of Data Science 
Teams. CSCW 2019
 



Model Stability with Increasing Complexity

A. Agarwal et al. Development of an Enterprise-Grade Contract Understanding System. NAACL (industry) 2021 



Effectiveness of Feedback Incorporation

A. Agarwal et al. Development of an Enterprise-Grade Contract Understanding System. NAACL (industry) 2021 



Human & Machine Co-Creation

Prithvi Sen. et al. HEIDL: Learning Linguistic Expressions with Deep Learning and Human-in-the-Loop. ACL’2019
Prithvi Sen. et al. Learning Explainable Linguistic Expressions with Neural Inductive Logic Programming for Sentence Classification. 
EMNLP’2020



User Study: Human & Machine Co-Creation

Prithvi Sen. et al. HEIDL: Learning Linguistic Expressions with Deep Learning and Human-in-the-Loop. ACL’2019
Prithvi Sen. et al. Learning Explainable Linguistic Expressions with Neural Inductive Logic Programming for Sentence Classification. 
EMNLP’2020

User study

–4 NLP Engineers with 1-2 year experience

–2 NLP experts with 10+ years experience

Key Takeaways

● Explanation of learned rules: Visualization 
tool is very effective

● Reduction in human labor: Co-created 
model created within 1.5 person-hrs 
outperforms black-box sentence classifier

● Lower requirement on human expertise: 
Co-created model is at par with the model 
created by Super-Experts



Summary: Value of Meaning Representation 
Work Out-of-box Deeper understanding of text 

Overcome Low-resource 
Challenges

Robustness against linguistics 
variants & complexity

Better model 
generalization 

Explainability & 
Interpretability

Information Extraction ✔ ✔ ✔

Text Classification ✔ ✔ ✔ ✔

Natural Language 
Inference

✔

Question Answering ✔ ✔

Dialog ✔

Machine Translation ✔ ✔

Factual Consistency ✔ ✔ ✔

SRL

AMR


